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KI-Horigkeit ist fatal

Ki-Verstdndnis ist fiir jeden fortan fundamental. Schon jetzt zeichnet sich ab, wozu diese Technologie in der Lage ist

- und mit welcher Geschwindigkeit neue Applikationen entstehen. Die vielleicht umfassendste Sammlung hért auf
den klingenden Namen ,There’s an Al for that”. Mitte Februar waren dort 29.807 Ki-Tools fiir 15.894 Aufgaben und
4.986 Jobs gelistet. Und das ist nichts im Vergleich zu dem, was uns in naher Zukunft erwartet.

war erkennen viele Unternehmen das Potenzial von Kl, wie eine aktuelle

Studie von Stifterverband und McKinsey zutage brachte, schopfen es aber

bislang nicht annahernd aus. 86 Prozent der 1000 befragten Fihrungskrafte
ist der Meinung, dass ihre Firma das Potenzial von K| wesentlich besser nutzen
kénnte. Hierfur fehle es aber an den notwendigen Kompetenzen, sagen 79 Prozent
der Studienteilnehmer. Dabei mussen wir uns, schon allein um konkurrenzfahig
zu bleiben, in allen Unternehmensbereichen schleunigst damit befassen, welch
immense Chancen Kl fur uns birgt.

In wenigen Jahren werden wir uns kaum noch vorstellen kénnen, wie unser Leben
und Arbeiten ohne Kl Giberhaupt funktionieren konnte. Doch ohne ein ausgepragtes
KI-Grundverstandnis ist es unmaglich, bei kinftigen Entwicklungen mithalten zu
kénnen. Texte, Bilder, Videos, Musik, Code, Transkriptionen, Prasentationen, Lern-
Bots, Avatare, kunstliche Assistenten und vieles mehr: Schon heute kann uns Kl
mafgeblich dabei unterstitzen, eine jeweilige Arbeit schneller und qualitativ besser
zu machen.

Je praziser etwa bei einer generativen Kl der Prompt, also der Eingabebefehl, ver-
fasst wird, desto substanzieller wird der Output sein. Jede Antwort, die dann aus-
gespuckt wird, kann Bahnbrechendes, aber auch schlimme Fehler enthalten: falsche
Namen, falsche Fakten, falsche Zahlen, die zwar plausibel klingen, aber nicht korrekt,
bisweilen sogar frei erfunden sind. Das mussen wir bei unserer Meinungsbildung
immer beachten.

Bitte keine unhinterfragte Kl-Horigkeit

Generative Kl ist keine klassische Suchmaschine - und auch keine Enzyklopadie wie
etwa die Wikipedia. Sie folgt vielmehr der Statistik, vertraut also der Wahrschein-
lichkeit des nachsten Wortes. Sie ist eine ,Wortwahrscheinlichkeitsvorhersagema-
schine”, wie Miriam Meckel und Léa Steinacker sagen. So hat generative Kl keinerlei
Idee davon, was die Worter, Zahlen und Bilder, die sie auswirft, bedeuten. Sie kann
auch nicht beurteilen, ob die Antworten, die sie gibt, richtig sind.

Die Daten, mit denen eine Kl trainiert wurde, kdnnen veraltet, fehlerhaft, unvoll-
standig, diskriminierend oder auch toxisch sein. Doch eine Kl legt ihre Quellen in
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79 %

,Es fehlt an Kompetenz im Umgang mit KI.“

aller Regel nicht offen, macht also nicht transparent, wie sie zu ihren Vorschlagen
kommt. Profunde menschliche Fachexpertise bei der Evaluierung von Kl-Content
ist demnach zwingend. Die letztliche Entscheidung trifft insofern bitte immer ein
Mensch, nie die KI. Ubrigens kann der Erfahrungsschatz élterer Generationen dabei
sehr hilfreich sein.

Bei der Ubernahme von Kl-generierten Bildern und Texten kann es zu gravierenden
Copyright-Verletzungen kommen, fur die ihr bei Verwendung haftbar gemacht
werden konnt. Schon beim Training einer Kl wird das Copyright millionenfach
verletzt. Analysen mit sogenannten Copyright Catchern wie ,patronus.ai“ haben
zum Beispiel bei 44 Prozent der von ChatGPT-4 ausgegebenen Antworten Copyright-
Verletzungen entdeckt, berichtet Christoph Santner in seinem Buch , Alles KI"“. Auch
eine Seite namens ,Copyleaks” kann dabei helfen, Kl-basierte Plagiate zu erkennen.

Was Kiinstliche Intelligenz alles nicht kann

Was KI definitiv nicht kann, ist fuhlen. lhr gelingt es allerdings immer besser,
menschliche Interaktionen zu lesen, Sprache, Stimme und Tonalitat glaubhaft zu
imitieren und uns Empathie vorzuspielen. Emotionen und auch Ligen erkennt Kl
bereits besser als die meisten Menschen. Das kann sie, weil sie einerseits mit
riesigen Mengen menschlicher Kommunikation trainiert wird und andererseits
unsere Mikromimik analysiert.

Dass Menschen kunstliche Gegenuber anthropomorphisieren, ihnen also mensch-
liche Eigenschaften, Gefuihle und Absichten zuschreiben, ist insofern verstandlich.
Doch eine Kl ist nichts anderes als programmierter Code. Dabei gilt:

« Kl weild fast alles, doch versteht nichts.
+ Kl kann weder denken noch fuhlen.

+ Kl hat weder Intuition noch Fantasie.

+ Kl hat weder Bewusstsein noch Werte.
+ Kl tut bemuht, doch ihr ist alles egal.

Praktisch jedes Business kann mit digitaler Unterstitzung besser betrieben werden.
Doch Ethik und Moral: Das kennt die Technologie nicht. Das muss von den Menschen
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der FUhrungskrafte sagen: ,Wir nutzen das
Potenzial von Kl nicht ausreichend.”
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Verantwortung tibernehmen

kommen. Denn es sind Menschen, die Software programmieren, und damit
definieren sie die Realitat einer Kl. In den Handen der Falschen ist sie ein Teu-
felszeug.

Jede Technologie ist ein zweischneidiges Schwert

Wer eine machtige Technologie in die Welt setzt, [0st immer einen Wettlauf
zwischen Gut und Bdse aus, denken wir nur mal an Messer, Vorschlaghammer
und Kettensage. Jede Technologie ist ein zweischneidiges Schwert. So halt Elek-
trizitat unsere komplette Wirtschaft in Gang, wenn wir sie aber direkt berthren,
ist sie meist todlich. Auch das Auto ist eine feine Sache, doch weltweit sterben
jedes Jahr 1,3 Millionen Menschen im StraBenverkehr. Wir sind uns solcher Risi-
ken durchaus bewusst, haben uns aber primar die Vorteile zunutze gemacht.
Regulierende Vorschriften haben geholfen, uns vor Schaden zu schiitzen. So wird
im EU Al Act nun auch kunstliche Intelligenz reguliert.

Ein zentrales Element beim Einsatz von Kl ist die Frage nach ihrem Einsatznutzen:
Sollen programmierte Systeme reine Zuarbeitende, intelligente Mitarbeitende
oder Herrschende sein? Ferner stellt sich die Frage nach Gefahrenpotenzialen
und Verantwortlichkeiten, etwa bei Fremdeinwirkung, bei fehlerhaften Anwen-
dungen oder bei Fehlern in der Programmierung. Die letzte Entscheidung muss
bei einem Menschen liegen, der Wissen, Kdnnen und eine positive Gesinnung
hat. Vor allem Entscheidungen im Arbeitsverhaltnis verlangen ein besonderes
Mal3 an sozialem Feingefihl, das eine KI mit ihren Analysen, Bewertungen und
Empfehlungen einfach nicht leisten kann.

Der GIGO-Effekt: garbage in, garbage out

In digitalen Kontexten entwickeln sich das Richtige wie auch das Falsche expo-
nentiell. Insofern mussen wir in den Unternehmen - und auch jeder fur sich -
rasch zu einem verantwortungsvollen Umgang mit Kl & Co. finden. Beim Zusam-
menspiel zwischen menschlicher und kinstlicher Intelligenz sind Fragen wie
diese hochrelevant:

+ Was kann Kl besser als Menschen? Und was kdnnen Menschen besser als KI?

* Wann Uberlassen wir die Arbeit der KI - und wann schreiten wir entschieden ein?

+ Welche neuartigen Leistungen kdnnen wir mit Kl-Unterstltzung erbringen?

+ Koénnen wir die KI-Anwendungen, die wir verwenden, erklaren? Welche Risiken
gehen wir ein, wenn wir das nicht kdnnen? Und, in aller Interesse, wollen wir das?
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Die Weichen dafur stellen wir jetzt. Denn smarte Kl entwickelt sich bereits selbst-
standig weiter, mitunter auf eine Weise, die sogar Profis weder verstehen noch
nachvollziehen kénnen. Ein wesentlicher Punkt dabei ist der: KI wird mit Vergan-
genheitsdaten geflttert, und das erzeugt den GIGO-Effekt: Garbage in, garbage
out. Schlechtes, gefaktes, entstelltes Ausgangsmaterial erzeugt Mull. Hass und
Hame, niedere ethische Werte und der ganze Dreck, der ins Web geschleudert wird,
beeinflussen unsere Zukunft massiv, weil sich selbstlernende Kl auch damit trainiert.

Jede KI-Antwort ist hochstens ein Vorschlag

»Die KI presst alle Kommunikation durch einen hocheffizienten Mixer. Was sie
produziert, wird wiederum ins Weltwissen des Internets eingespeist - ein Selbst-
verstarkungsmechanismus, in dem der Remix wachst und die Originalitat
schrumpft, so lange, bis die Kl fast nur noch mit selbst geschaffenen Inhalten
arbeiten kann”, schreiben Miriam Meckel und Léa Steinacker, in ,Alles Uberall auf
einmal”.

Textinzest nennt man das. So konnte generative Kl im Laufe der Zeit immer schlech-
ter darin werden, gute Inhalte zu produzieren. Zugleich kann ihr Output immer
durchschnittlicher, gleichférmiger, langweiliger werden. Definitiv ist es Output, auf
den sich niemand verlassen kann. Auf ihre sehr selbstbewusste Art verbreitet sie
ungeachtet sozialethischer Standards eine einseitige Weltsicht und verstarkt Vor-
urteile. Obacht ist also geboten. Jede KI-Antwort muss sorgfaltig verifiziert und
danach optimiert werden.

Und selbst, wenn ,,nur zum Spal3”, lassen wir das Uploaden von Mull und Schrott
ins Web besser sein. Wir wirden ja auch unsere Kinder nicht ,nur so zum Spaf3“
schlecht erziehen, weil uns klar ist, welch katastrophale Folgen das haben kann.
Wir machen sie vielmehr stark und verantwortungsbewusst, um ihnen einen
bestmoglichen Start in die Zukunft zu geben. Tun wir das doch bitte auch mit
unseren ,kinstlichen Kindern”.
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